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Abbreviations  
 

AMS Analysis and Measurement Services Corporation 

APSD Auto Power Spectral Density 

BOC Beginning of Cycle 

CPSD Cross Power Spectral Densities 

DMTS Distributed Measuring Test System 

EOC End of Cycle 

FA Fuel Assembly 

FFT Fast Fourier Transform 

GRS Gesellschaft für Anlagen- und Reaktorsicherheit (GRS) GmbH 

IRI Incompatible Rod Insertion 

ISTec Institut fuer Sicherheitstechnologie (Institute of Safety Technology) 

IT Information Technology 

JTFD Join Time Frequency Domain 

JTFS Join Time Frequency Spectrogram 

KKG Kernkraftwerk Gösgen (NPP Gösgen) 

KWU Kraftwerk Union AG 

MOC Middle of Cycle 

MCP Main Circulation Pump 

NAPSD Normalized Auto Power Spectral Density 

NPP Nuclear Power Plant 

PEL Preussen Elektra 

PSI Paul Scherrer Institut 

PWR Pressurized Water Reactor 

RCP Reactor Coolant Pump 

RCS Reactor Coolant System 

RMS Root Mean Square 

RPV Reactor Pressure Vessel 

RVDT Reactor Vibration Diagnostic Terminal 

RVMS Reactor Vibration Monitoring System 

STFT Short Time Fourier Transform 

SPND Self-Powered Neutron Detector 

SPS Samples Per Second 

TC Thermocouple 

WP Work package 

VVER/ WWER Vodo-Vodyanoi Energetichesky Reaktor / Water-Water Energetic Reactor 

Summary  
This document describes the development of advanced signal processing techniques for analysing 
real plant in-core and ex-core data and also for analysing simulated neutron noise data coming from 
modelling. The processed data resulting from these analyses are ready to be fed as inputs to deep 
neural networks for parameter class prediction and to machine learning algorithms for anomaly 
classification and localization. 
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1 Introduction     

The Horizon 2020 EU project CORTEX involves the development of monitoring techniques (and their 
experimental validation) using the so-called neutron noise (fluctuations in neutron flux recorded by 
in-core and ex-core neutron instrumentation). Such techniques allow detecting anomalies in nuclear 
reactor cores, such as abnormal vibrations of fuel and core internals, flow blockage, coolant inlet 
perturbations, etc. Noise-based core monitoring is a non-intrusive technique. Signal analysis 
methods can be utilized to detect anomalous patterns in the recorded neutron noise. Results of 
consequent advanced signal analysis are used in core diagnostics in order to backtrack the nature 
and spatial distribution of the anomaly. This approach has nevertheless its own limitations since only 
a few types of anomalies can be identified. Therefore, the CORTEX project relies on another 
approach based on the inversion of the reactor transfer function. It must be noted that the inversion 
of the reactor function is only possible if the induced neutron noise could be measured at every 
position inside the reactor core ([ 1 ] - [ 2 ]). Since this is not possible, another solution strategy is 
proposed in CORTEX. It relies on the combination of advanced signal processing techniques and 
artificial / computational intelligence methodologies ([ 3 ] - [ 15 ]). 
 
In this Deliverable, the following objective was achieved: 
“To develop and use advanced signal processing for extracting the relevant and meaningful fluctuations 
from measured signals. Emphasis is put on how to deal with non-stationary and intermittent signals.”  
 
The aim of advanced signal processing techniques in this Deliverable is to extract features including  
the respective energy spectra and the frequency content in different bands, resolutions and 
visualizations, to detect abnormal fluctuations and perturbations in the simulated data, remove noise and 
intermittences. These techniques include FFT, multiresolution wavelet and Hilbert-Huang transform. 
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2 Summary of Developmen ts  

In this chapter a short overview of the performed advanced signal developments is given. More 
details can be found in Chapter 3. 

2.1 Analysis of Chalmers simulated data  

This development demonstrates the processing and analysis of CORE SIM reactor physics code 
results from Chalmers University describing neutron flux perturbations in the frequency domain 
induced by prescribed perturbations.  
These perturbations are generated for a so-called absorber of variable strength, which represents 
the macroscopic cross-sections changes in the reactor at a given position. 
The performed analysis includes three basic cases, i.e., the amplitude and phase distribution of the 
perturbations in the reactor, the dependence on frequency, location and energy group, as well as 
the symmetry of the data. 
The aim when modelling the effect of perturbations onto the neutron flux is to convert physical 
perturbations (vibration of internal parts and fuel, fluid-structure interactions, etc.) into input data 
directly usable by core simulators via macroscopic cross-sections. 
The extent of individual basic cases of perturbation analysis is as follows: 

�� amplitude and phase dependences on neutron energy group and frequency 
�� dependence on the location 
�� symmetry and linearity of propagation 
�� selected configurations with multiple perturbations (4 center rows, 3 vertical planes of one 

core quadrant, 2 horizontal rows at the core edges, 4 vertical lines) 
The findings of these analyses create the necessary assumptions for the investigation of more 
complicated cases being closer to real reactor conditions. 

2.2 Analysis of PSI simulated data  

This development presents results of spectral analysis of ex-core and in-core neutron detector 
signals in various scenarios modelled by PSI using the transient nodal code S3K in the time domain. 
Altogether, three scenario categories are investigated, i.e., scenarios with thermohydraulic 
oscillations, with mechanical vibrations and with mixed oscillations.  
More specifically, the scenarios are defined as:  

�� two scenarios with thermohydraulic oscillations characterized by synchronized inlet coolant 
fluctuation of flow and temperature in all four loops 

�� four scenarios with synchronized 1.5 Hz vibrations of the central 5 x 5 fuel assemblies cluster 
in Y and XY direction combined, respectively, and displacement amplitudes of 0.5 mm / 1 
mm respectively 

�� two scenarios with mixed oscillations given by a combination of synchronized inlet coolant 
fluctuations of temperature and flow in all four loops.  

The in-core and ex-core sensors from the above mentioned scenarios were processed by the 
following spectral methods  

�� Hilbert Huang Transform in order to observe its potential contribution to the FFT analysis 
�� APSD calculation of all available axial levels and radial positions 
�� Coherence and phase analysis between selected pairs.  

The analyses performed are focused mainly on understanding simulated neutron noise and its 
interconnection with spectral behaviour of real plant data from KWU reactors. Numerous results are 
then grouped in Tables, consequently allowing to draw conclusions and fulfilling the overall goal to 
elaborate a map of features for effectively recognizing patterns in signals. This map can also be used 
by machine learning techniques. 
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2.3 Wavelet transformations    

The wavelet transform can only be applied to signals in the time domain; therefore, it has been used 
for the respective simulated signals provided by PSI. Prior to performing the transformation, a few 
pre-processing steps are necessary. Firstly, any existing trend in the signals needs to be removed. 
This is achieved by linear regression fitting to the time data and removing the linear component from 
the signal. Subsequently, all signals have been resampled in order to have the same length. 
Additionally, all simulated signals were stationary, therefore the analysis concerning the optimal time 
window and the choice between non-overlapping or sliding time windows was not applicable in this 
case. Finally, the optimal mother wavelet function has been identified, along with its respective 
hyperparameters. The latter is especially important, because different mother wavelets result in 
different decompositions. 
The optimal mother wavelet is determined using two criteria; one information-theoretical (energy-to-
entropy) and one statistical (cross-correlation). The latter aims at measuring the similarity between 
the mother wavelet and the signal. By maximizing this measure, the mother wavelet is chosen to be 
the one whose shape best "matches" the data. The energy-to-entropy criterion maximizes the ratio 
of the decomposed signals’ energy to its entropy. 
After identifying the best mother wavelet through either of the two criteria, the wavelet decomposition 
can be carried out. Two forms of analyses have been performed, the first one involves the 
measurement of the energy of the transformed signal at each level of decomposition, while the 
second one aims at extracting the signals’ “scaleograms” (the equivalent of the spectrogram for the 
wavelet transform). Scaleograms are essentially 2-dimensional heatmaps that depict the value of 
each coefficient per time and per decomposition level. In conclusion, both aforementioned analyses 
extract features from the signals that can be then used by Machine Learning methodologies.  
 

2.4 Singular Spectrum Analysis    

In the context of processing Acoustic Emission Signals acquired in the experimental campaigns at 
the CABRI facility (French nuclear research reactor) [ 24 ] we have first used classical methodologies 
([ 25 ] – [ 26 ]) to pre-process the data. These methods proved to be very robust on noisy data, but 
in order to extract more information from the data, we introduced and used another methodology. 
The Singular Spectrum Analysis (SSA) method has received much attention since the early nineties. 
Unlike most methods for time series analysis, SSA needs no statistical assumption on signal or 
noise. By using a decomposition of the signal into the sum of a small number of independent and 
interpretable components, SSA allows to perform various tasks such as extraction of specific 
components from a complex signal (noise, trend, seasonality ...), detection of structural changes and 
missing values imputation. We have explored the ability of the SSA to analyse and denoise AE 
signals [ 27 ]. 
We have used this approach on neutron noise data. Firstly, we applied the method on simulated 
data. Then we applied it on actual power plant data in order to highlight how this method can improve 
the performance of classical approaches. 
 

2.5 Plant data processing    

The intention of this part was to show the means of the joint time frequency method in solving 
dynamic phenomena in core where it is necessary to monitor the development of spectral 
characteristics over time. This is shown on examples of real noise datasets from two power plants - 
NPP Dukovany and NPP Temelín. Historical operational experience of NPP Dukovany was 
demonstrated with its important operational consequences. In the described case vibration beats of 
pressure vessel and fuel assemblies were associated to pressure and flow fluctuations generated 
by the main circulation pumps (MCP) with slightly differed revolutions. Beat vibration effects of NPP 
Temelin and Dukovany were shown to be a common feature of dynamic pressure vessel and core 
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behaviour. Also, MCP harmonic frequencies were shown common to both plants with a beat 
character representing a negligible component in overall reactor and core signal behaviour. 
Joint time frequency analysis JTFA tools were used for this purpose when Short Time Fourier 
Transform STFT divides the dataset into time intervals and calculates the power spectral density 
PSD at each time interval separately. The type of sliding spectral windows, frequency and time 
resolutions are the parameters of these calculations. The result is then displayed in 2D or 3D 
spectrograms using a scale in decibels for the PSD value. 
Investigating these phenomena, joint time frequency analysis was demonstrated to be a helpful tool 
for better distinguishing between technological irregularities, anomalies or failures. It provides a quick 
summary for classifying and localizing possible perturbations before using other advanced signal 
processing methods. 
 
 

2.6 Reconstructing data 

At the beginning of the project it was known, that reconstruction of in-core neutron flux slow  
(1-minute sampling period) measurement is possible using linear combination of physically close 
correlated measurements. During the project it was proved both on experimental  
Konvoi and 4 loops data and on PSI simulated data, that this methodology (see chapter 4) 
is applicable to relatively fast neutron noise measurements (with sampling frequency of the order  
of milliseconds) and not only to in-core measurements, but also to ex-core measurements and that 
it allows the user to distinguish between correct and incorrect (bad) measurements. Good example 
of this fact is the Göesgen EOC39 in-core signal L-J06-2, which at the beginning and at the end of 
measurement interval has an excessive error. These incorrect parts of measurements can be 
successfully replaced by linear combination of the remaining signals of the string L-J06  
(see chapter  4.5.2). 
 

2.7 Preliminary analysis of plant data  

In this development the preliminary application of the developed methods on real plant data were 
investigated. For the validation of these analysing tools, neutron flux plant data were provided by 
several contributors (KKG & ISTec, PEL & GRS, MTA EK, UJV, AMS) for altogether five different 
PWR reactor types (3 and 4-loop pre-KONVOI, VVER 440 and 1000, 3 and 4-loop WEC). These 
data mainly consist of in-core and ex-core neutron signals, whilst including any other type of signals 
could give some hints on the transport of perturbations. 
In the case of some selected reactors (3 and 4-loop pre-KONVOI, VVER 1000, 3-loop WEC), the 
main core and instrumentation properties were first analysed. 
Using the developed tools, which are described in the following chapter 3, the properties of the 
supplied data in the time, frequency and joint time frequency domains were examined, in order to 
check if traces of perturbations can be found in these time, frequency and joint time frequency 
domains. 
It turns out that to find a match between simulated and actual waveforms, it will be necessary to 
select not only the optimal similarity criterion, but also an appropriate way of selecting from a large 
number of real data from several plants with different operating parameters. 
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3 Key Developments 

This chapter is devoted to more detailed description of key developments done in CORTEX WP3 
Task 3.2.  

3.1 Analysis of Chalmers simulated data  

This part firstly describes a series of observations made about the data generated with the reactor 
physics codes CORE SIM (Chalmers University) and SIMULATE-3K (PSI). These early observations 
aim at analyzing and extracting some conclusions from a typical and well-defined perturbations: an 
absorber of variable strength. These early observations focus on briefly describing the amplitude 
and phase distribution of the perturbations throughout the reactor, the dependence on frequency, 
location and energy group, as well as describing the symmetry of the data. Secondly, it describes 
some configurations of perturbations with some similar phenomenological aspects of the neutron 
noise observed in KWU reactors.   
The case that concerns us corresponds to a typical and well-defined perturbations: absorber of 
variable strength in the frequency domain. 

 Simulated data 

3.1.1.1 Introduction 
The modelling of the effect of perturbations onto the neutron flux often requires the use of models 
aiming at converting physical perturbations (such as vibration of components, perturbations of 
physical processes, etc.) into input data directly usable by core simulators. This data consists of 
macroscopic cross-sections, together with some geometrical description of the reactor core. These 
models provide some physical understanding of the driving physical perturbation and of its effect 
onto cross-sections.  
 
3.1.1.2 Format and configuration 
In the scenario of an absorber of variable strength, the neutron noise induced by a point neutron 
source in a typical Pressurized Water Reactor (PWR) is analyzed. The noise source is defined as 
the perturbation of the thermal macroscopic absorption cross-section. Three sets of calculations are 
performed, each one for all possible positions of the noise source. In each set a different frequency 
is used; the used frequencies are 0.1 Hz, 1 Hz and 10 Hz.  
 
For these calculations a spatial mesh (i,j,k) with dimensions 32x32x26 was utilized. A node size of 
�û�[=10.75 cm, �ûy=10.75 cm and �ûz=15.24 cm was used. 
 
The results are presented in files type .mat, since CORE SIM saves the results in such a format; 
these files are called RESULTS_”i”_”j”_”k”.mat where i,j,k stand for the location of the noise source. 
Each file contains the arrays dFLX1 and dFLX2. The array dFLX1 includes the distribution of the 
induced neutron noise in the fast neutron group and the array dFLX2 contains the distribution of the 
induced neutron noise in the thermal neutron group. Since the calculations are performed in the 
frequency domain, both arrays contain complex numbers. 
 
The output files are accessible in the central repository in the path: 
/home/Chalmers/WP3/T3.1.1/AbsorberOfVariableStrength/0.1Hz or 1Hz or 10Hz/. Each of the three 
directories contains 19552 files. 
The details of the output variables, their meaning and the units used for those can be found in the 
CORE SIM user’s manual (Demazière, 2011b), which is accessible on the central repository at: 
/home/Chalmers/WP3/T3.1.1/2011-Demaziere-CTH-NT-243.pdf 
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The amount of the data and its distribution in space made us consider the option of looking for a 
software more efficient and faster than Matlab for 3D visualizations. For these reasons ParaView 
was found more adequate to use to prepare the visualizations with the objective of making the 
analysis more efficient. The rationale behind was related to ParaView possibilities and options for 
data representation and visualization, besides being a tool for data analysis. 
 

 Amplitude dependence on neutron energy group and frequency 

The following images in this section represent the reactor with a cut to a quarter; they show how the 
perturbation amplitude throughout the reactor changes when the perturbation is located in the node 
(16,16,13) in both groups of energy and frequencies 0.1 and 10 Hz. The scale of the colorbar is 
logarithmic. 
 
3.1.2.1 Fast group 
As seen in Figure 1 the maximum amplitude is around 2.5 and it does not change substantially 
between 0.1 Hz and 10 Hz (see  
Table 1). It is important to note the rapid attenuation of the amplitude.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

As we see in Table 1 the order of the amplitude does not change with different frequencies; in fact, 
the values are very similar. 

Table 1: Data ranges of amplitude in fast spectrum for 0.1 Hz, 1 Hz and 10Hz respectively 

3.1.2.2 Thermal group 
In this case, Figure 2 shows that the maximum amplitude is around 1.1 and, again, does not change 
substantially between 0.1 Hz and 10 Hz. It is important to note once more the rapid attenuation of 
the amplitude; in this case the attenuation is greater than in the fast spectrum. 
 

 Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Amplitude Fast S. [7.65E-5,  2.45] [7.53E-5,  2.45] [7.29E-5,  2.44] 

Figure 1: Amplitude in Fast spectrum  for 0.1 and 10 Hz respectively 
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As we see in Table 2 the order of the amplitude does not change with different frequencies; in fact, 
the values are very similar. 

 

 

 

 

Table 2: Data ranges of amplitude in thermal spectrum for 0.1 Hz, 1 Hz and 10Hz respectively  

  

 Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Amplitude Thermal S. [6.44E-5,  1.12] [6.34E-5,  1.12097] [6.16E-5,  1.12] 

Figure 2: Amplitude in therm al spectrum for 0.1 and 10 Hz respectively  
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 Phase dependence on neutron energy group and frequency 

The following images in this section represent the reactor with a cut to a quarter and show the value 
of the phase throughout the reactor when the perturbation is located in the node (16,16,13) in both 
groups of energy and frequencies 0.1 and 10 Hz. In the Figures where phase is represented, the 
colorbar scale is linear. This central node was selected for being a representative case so as to 
observe symmetry and linearity without the influence of boundary conditions. 
 
3.1.3.1 Fast group 
As seen in Figure 3 the phase value ranges are around [170-180] degrees for 0.1 Hz and [160-180] 
degrees for 10 Hz. It is important to note that the phase scale is linear for both frequencies.  
 

 
As shown in Table 3, the phase range is 11.38, 3.15, 20.10 degrees for 0.1 Hz, 1 Hz and 10Hz 
respectively. The maximum difference of the phase occurs at 10 Hz frequency. 

Table 3: Data ranges of phase in fast spectrum for 0.1 Hz, 1 Hz and 10Hz respectively  

 
 
 
 
 
 

  

 Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Phase Fast S. [168.3,  179.7] [176.7,  179.9] [159.4,  179.5] 

Figure 3: Phase in fast spectrum for 0.1 Hz and 10Hz respectively  
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3.1.3.2 Thermal group 
As shown in Figure 4, the phase value ranges are around [170-180] degrees for 0.1 Hz and [160-
180] degrees for 10 Hz. There is a similarity to the case of fast spectrum and the phase scale is also 
linear in both frequencies. 
As can be observed in Figures 4 and 5, this case is very similar to the case of fast spectrum and the 
linear phase scale is shown for both frequencies.  

 
As shown in the Table 4, the phase range is 11.59, 3.23, 20.68 degrees for 0.1 Hz, 1 Hz and 10Hz 
respectively. The maximum difference of the phase occurs at 10 Hz frequency. 

Table 4: Data ranges of phase in thermal spectrum for 0.1 Hz, 1 Hz and 10Hz respectively 

Table 5 compiles all the data ranges for the case described in sections 6 and 7, for a point-like 
perturbation located in the node (16, 16, 13). Based on this, we can conclude: 

- The amplitude in the fast spectrum is more than two times that in the thermal spectrum. 
- There is no appreciable change in the amplitude for different frequencies. 
- Otherwise, the phase variation are appreciable for each of the different frequencies. 

 

 Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Amplitude Fast S. [7.65E-5,  2.45] [7.53E-5,  2.45] [7.29E-5,  2.45] 

Amplitude Thermal S. [6.44E-5,  1.12] [6.34E-5,  1.12] [6.16E-5,  1.12] 

Phase Fast S. [168.31,  179.69] [176.76,  179.91] [159.36,  179.47] 

Phase Thermal S. [168.31,  179.90] [176.73,  179.97] [159.064,  179.75] 

Table 5: Data ranges for 0.1 Hz, 1 Hz and 10Hz resp ectively  

 Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Phase Thermal S. [168.3,  179.9] [176.7,  179.9] [159.1,  179.7] 

Figure 4: phase in thermal spectrum for 0.1 Hz, 10Hz respectively  
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 Dependence on the location 

This section analyses the amplitude and phase dependence on the perturbation location. To this aim 
four perturbation locations were selected in the following nodes; (16,16,13) (1,16,13) (5,7,13) (5,7,1). 
The reactor is represented with vertical and horizontal cross sections at central height. In the 
following three subsections, the two upper figures correspond to amplitude, whilst the one below 
corresponds to phase. The energy group represented is the fast one at the 0.1 Hz frequency in the 
three subsections. 
3.1.4.1 Location (16,16,13)  
This case is part of the case presented in section 3.1.2; nevertheless it is presented again because 
it is interesting to compare it with the other configurations (1,16,13) (5,7,13) (5,7,1). 

 Data Ranges 

Magnitude 0.1 Hz 

Amplitude Fast S. [7.50E-5,  2.45] 

Amplitude Thermal S. [6.31E-5,  1.12] 

Phase Fast S. [168.31,  179.68] 

Phase Thermal S. [168.31,  179.89] 

Table 6: Data ranges with pertur bation at (16,16,13) in the fast spectrum with 0.1 Hz   

Figure 5: Amplitude (top) and Phase (bottom) with perturbation at (16,16 ,13) in the fast spectrum with 0.1 Hz  
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3.1.4.2 Location in edge (1,16,13)  
In the following cases with the perturbation at (1,16,13) (5,7,13) (5,7,1), it is important to point out 
that the highest observed amplitude does not coincide with the current location of the perturbation. 
This fact occurs in those cases where the perturbations are near the edge of the reactor.  
In this case, the amplitude of the induced neutron noise is significantly asymmetrical as compared 
to the perturbation node (Figure 6). In Table 7 we can observe that the thermal amplitude is one 
order greater than the fast one. 
 

 Data Ranges 

Magnitude 0.1 Hz 

Amplitude Fast S. [1.011E-7,  0.013] 

Amplitude Thermal S. [8.526E-8,  0.212] 

Phase Fast S. [164.63,  179.88] 

Phase Thermal S. [164.63,  179.99] 

Table 7: Data ranges with perturbation at (1,16,13) in the fast spectrum with 0.1 Hz  

Figure 6: Amplitude (top) and Phase (bottom) with perturbation at (1,16,13) in the fast spectrum with 0.1 Hz  
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3.1.4.3 Location in edge (5,7,13) 
When the perturbation is located in (5,7,13), the results show the same trend, but to a greater extend: 
as shown in Table 8, the amplitude in the thermal spectrum is greater than that in the fast one and, 
furthermore, the thermal amplitude is two orders greater than the fast one. 

When the perturbation is located in this particular node, the thermal amplitude is two orders of 
magnitude higher than the fast one. In absolute terms, the amplitude of both groups is lower than in 
the previous case where the perturbation was in the centre of the core. Nevertheless, in the cases 
where perturbations are at the edge of the core, the thermal amplitude is higher than the fast one; 
this is shown in Table 6 and Table 8. 

 Data Ranges 

Magnitude 0.1 Hz 

Amplitude Fast S. [1.927E-8,  0.0023] 

Amplitude Thermal S. [1.657E-8,  0.325 

Phase Fast S. [164.11,  179.88] 

Phase Thermal S. [164.12,  179.99] 

Table 8: Data ranges with perturbation at (5,7,13) in the fast spectrum wit h 0.1 Hz 

Figure 7: Amplitude and Phase with perturbation at (5,7,1 3) in the fast spectrum  with 0.1 Hz  
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3.1.4.4 Location in bottom (5,7,1)  
When the perturbation is just in the bottom (Z=1), the amplitude takes relative values below 10-2 and 
10-5 in the thermal and fast spectrum respectively, as can be seen in Figure 8 and in Table 9. 
 

 

 
 

 Data Ranges 

Magnitude 0.1 Hz 

Amplitude Fast S. [6.88E-11,  3.24E-6] 

Amplitude Thermal S. [5.01E-11,  0.00208] 

Phase Fast S. [146.82,  179.03] 

Phase Thermal S. [164.59,  179.53] 

Table 9: Data r anges with perturbation at (5,7,1) in the fast spectrum with 0.1 Hz  

 

Figure 8: Amplitude (top) and Phase  (bottom)  with perturbation at (5,7,1) i n the fast spectrum with 0.1 Hz  
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It is observed that the neutron noise amplitude in both spectra, i.e., thermal and fast, decreases as 
the perturbation approaches the edges. Furthermore, the amplitude of the fast spectrum decreases 
one or two orders more than that of the thermal spectrum and becomes lower than the thermal. 
Table 10 compiles all the data ranges for the four previous cases. 
 
 

Table 10: Data ranges with p erturbation at four locations in the fast spectrum with 0.1 Hz  

 
 
3.1.4.5 Location in edge (5,7,13) and different frequencies 
 
Table 11 shows the data ranges for the case of Section 5.3, when the perturbation is in edge (5,7,13), 
for the three frequencies. The Table shows that the amplitude range does not change, however the 
phase ranges increase for the 10 Hz case. 
 

 Data Ranges Data Ranges Data Ranges 

Magnitude 0.1 Hz 1 Hz 10 Hz 

Amplitude Fast S. [1.927E-8,  0.0023] [1.88E-8,  0.0023] [1.818E-8,  0.0023] 

Amplitude Thermal S. [2.168E-8,  0.325] [2.12E-8,  0.325] [2.045E-8,  0.325] 

Phase Fast S. [165.11,  179.88] [175.82,  179.92] [153.01,  179.31] 

Phase Thermal S. [168.12,  179.99] [175.79,  179.98] [152.77,  179.77] 

Table 11: Data ranges with perturbation at (5,7,13) for the three frequencies   

 (16,16,13) (1,16,13) (5,7,13) (5,7,1) 

Magnitude 0.1 Hz 0.1 Hz 0.1 Hz 0.1 Hz 

Amplitude Fast S. [7.504E-5,  2.4511] [1.011E-7,  0.014] [1.927E-8,  0.0023] [6.879E-11,  3.240E-6] 

Amplitude Thermal S. [6.3086E-5,  1.121] [8.526E-8,  0.212] [1.657E-8,  0.325] [5.027E-11,  0.0021] 

Phase Fast S. [168.31,  179.78] [164.63,  179.88] [164.11,  179.88] [146.82,  179.03] 

Phase Thermal S. [168.3,  179.99] [164.63,  179.99] [164.11,  179.99] [164.58,  179.53] 
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 Symmetry and linearity in the spatial response with respect to the applied perturbation 

This section intends to characterize the symmetry grade and linearity in the spatial response with 
respect to the applied perturbation of both amplitude and phase of the results. Perturbation locations 
(16,16,13) and (1,16,13) are used in this section.  
3.1.5.1 Neutron noise amplitude  
As was already mentioned, the amplitude does not decrease linearly in space; it is the logarithmic 
scale that must be noted in these cases. Nevertheless, a high grade of symmetry in the spatial 
response can be noted in Figure 9, as long as the perturbation location remains in a central node.  
The small asymmetry shown in Figure 9 is due to the mesh configuration utilized; the reactor 
simulated actually has four central locations, not one. 
 
 
 
 
 
 
fase 
 
 
 

 
 

 

 

 

In the case where the perturbation is near the edge, as shown Figure 10, an asymmetry in the spatial 
response amplitude can be noticed around the perturbation node.   
  

Figure 9: Symmetry of spatial dependence of the amplitude with a perturbation in the centre  

Figure 10: Asymmetry of the spatial response of the amplitude with a perturbation near t he edge 
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3.1.5.2 Phase 

For the phase, a greater symmetry can be appreciated in both cases, in spite of the small asymmetry due to 
the mesh configuration mentioned before, even when the perturbation is located close to the edges; this can 
be seen in  Figure 11 and Figure 12. 

These Figures have a linear scale. A linear spatial response can be clearly noted in the phase; the gradients 
show a constant variation in space. 

It is important to mention that when the perturbation is located in the edges, the core is divided in two parts, if 
we look at phase. As it is observed in Figure 12, two detectors located at opposite positions around the core 
would present different phases. This would not be the case in Figure 11 where opposite detectors would have 
the same phase. 

 

 

 

 

 

Figure 11: Symmetry and linearity of  the spatial dependence of the phase respon se with a perturbation in 
the centre  

Figure 12: Symmetry and linearity of  the spatial dependence of the phase respon se for a perturbation at the  
edge 
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 Some configurations with multiple perturbations 

This section compiles several configurations with multiple perturbations that illustrate more 
characteristics of the simulations and explore the possibility to reproduce some phenomena of the 
neutron noise observed in KWU reactors.  
In these cases several point-like perturbations are summed up to create a large perturbation in the 
reactor, since it is assumed that the system is linear or at least we can make that assumption for 
small perturbations. Note that a linear scale is used for the representations of the amplitude and 
phase. 
3.1.6.1 Perturbation in the four centr al rows (16,16,:) (17,16,:) (16,17,:) (17,17,:)  
This is the first, symmetrically axial, case. Furthermore, it is seen in Figure 13 that the highest 
amplitude is located in the lower half of the rows; this clearly shows a vertical asymmetry of the 
response. 
The variation of the phase throughout the system reduces approximately by 50 % from almost 20 
degrees in some previous cases, to 10 degrees in this case, as can be seen in the lower part of 
Figure 13. 
 

Figure 13: Variatio n of a mplitude (top and bottom  left)  and phase (bottom right) when the perturbation is 
located in four central rows  



   

        D3.3 Development of advanced signal processing techniques and evaluation results 

 

GA n°754316 Page 25 of 106 

 
 

 
 
3.1.6.2 Perturbat ions in planes Z=1, Z=2 and Z=3, one quadrant  
This case presents the core with perturbations located in all nodes in the planes Z=1, Z=2, Z=3, but 
only in one quadrant. We can see the corresponding amplitude  in Figure 14 and the phase in Figure 
15. Note that the figures give both the axial and radial distributions, respectively.  
 

 
 
 
 
  

Figure 14: Spatial variation of the a mplitude for perturbation in plane s Z=1, Z=2, Z=3, one quadrant  

Figure 15: Spatia l variation of the phase for perturbation in planes Z=1, Z=2, Z=3, one quadrant  
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3.1.6.3 Perturbation in one row in (1,16,:) and (3,16,:)  
In this subsection the amplitude and phases are summed up to consider the effect of a perturbation 
located in a whole row in the edge of the core. In such cases, the rapid spatial attenuation of the 
induced neutron noise is clearly seen, both just at the edge (Figure 16) or close to it (Figure 17). 
 

 
 

  

Figure 16: Amplitude and phase with Perturbation in one row in the edge (1,16,:)  

Figure  17: Amplitude and phase with perturb ation in one row near to edge (3,16,:)  
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3.1.6.4 Perturbation in four lines in (5,11,:) (7,9,:) (9,7,:) (11,5,:)  
In this subsection four rows (5,11,:) (7,9,:) (9,7,:) (11,5,:) were summed up to create the perturbation; 
the effect is similar to the previous subsection. Note the spatial attenuation away from the applied 
perturbation in both the amplitude and phase in Figure 18. We can see that if two detectors were 
located at opposite positions around the core, they would present slightly different phases. This case 
experiences a maximum difference of 20 degrees in phase. 
 

  

Figure 18 :Amplitude (left) and phase (right) with perturbation in four rows near to edge  
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 Distribution of the PSD amplitude 

This section analyses the PSD amplitude dependence on the perturbation location. The PSD was 
computed by multiplying the induced neutron noise with its complex conjugate.  
Four distributions of perturbations were selected in this framework:  

- Two point-like perturbations in the nodes; (16,16,13) and (2,16,13).  
- Perturbations in the four center rows. 
- All the nodes of the reactor, i.e., 19552 perturbation cases, were summed up. 

The reactor is represented with vertical and horizontal cross sections at central height. In the 
following two subsections, the energy group is the fast one at 0.1 Hz frequency in the four 
subsections. 
 
3.1.7.1 Location (16,16,13)  
As observed in Figure 19, the PSD amplitude decreases in a very short distance; the image on the 
left shows that in these cases, with a point-like perturbation far from the edge, we experience a radial 
attenuation of one order of magnitude in approximately 32 cm and two orders in 75 cm. 
 
 
 
 
 

  

Figure 19: PSD amplitude for a point -like  perturbation in location (16,16,1 3) 
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3.1.7.2 Location (2,16,13)  
As observed in Figure 20, the PSD amplitude is attenuated as the perturbation approaches the edge; 
we can see a greater attenuation in these zones. Besides, the image of the left shows that in these 
cases the attenuation experiences a clear asymmetry, since, at this position, the PSD amplitude 
decreases one order of magnitude in 10 cm approximately toward the exterior. 
 
  

 
3.1.7.3 Perturbation in the four center  rows (16,16,:) (17,16,:) (16,1 7,:) (17,17,:)  
It is interesting to observe that the PSD amplitude distribution is similar to the amplitude distribution 
presented before, but in this case the attenuation is greater. We can see that in the lower part, where 
the PSD has its greater values, the values decrease by 50 % approximately in 10 cm. 
In Figure 21 and Figure 22 we can see the distribution of the amplitude with respect to space. 
 

Figure 20: PSD amplitude for a point -like  perturbation in location (2,16,13)  

Figure 21: PSD amplitude for a perturbation in the four center rows  
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Figure 22: Evolution in space of the PSD amplitude for a perturbation in the four centre rows  
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3.1.7.4 Perturbations in all nodes in the reactor  
When we sum up the perturbations in all reactor nodes, we obtain the distribution shown in Figure 
23. As we can see, we have the hottest zones at the bottom on the reactor. 
 
 
 
 
 
   

Figure 23: Amplitude distribution of the APSD when perturbations 
in all  reactor nodes  are considered.  
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 Conclusions 

Some conclusions of the presented analyses are summarized hereafter: 
- The amplitudes observed in the three considered frequencies are similar to each other.  

 
- The phase difference changes with frequency in both spectra (thermal and fast). 

 
- The thermal amplitude is lower than the fast one when perturbations are away from the 

edge of the reactor. 
 

- Otherwise, the thermal amplitude is higher than the fast one, when the perturbation is close 
to the edge. 
 

- When the perturbation is in the center or close to it, a well-defined symmetry is observed. 
 

- When the perturbation is close to the edge, the spatial decay of the response of the system 
is more pronounced, leading to two well differentiated parts for the response in phase and 
amplitude.  

 
 

3.2 Analysis of PSI simulated data  

In this section, several simulation results based on the transient nodal code S3K are analyzed from 
the point of view of spectral characteristics of the neutron detector signals. The analysis and 
observations described in this section are meant at understanding the neutron noise simulated by 
PSI, as well as some spectral features of the neutron noise observed in KWU reactors. The simulated 
neutron detectors responses are analyzed with noise analysis techniques and then compiled in 
tables that present the results in a suitable way to observe the corresponding features for each 
scenario.  
 
The Tables which show the results that were elaborated to obtain conclusions are the following: On 
the one hand, the first type of Tables compile the APSDs calculated for all the scenarios considered, 
On the other hand, the second type of Tables compile the coherence and phase relationships 
calculated between pairs of signals. 
 
The considered scenarios are analyzed using the Hilbert Huang Transform (HHT) to determine more 
information than using the traditional Fourier analysis. Due to the stationary character of the signals 
no new information is expected to emerge; however, the approach can be useful in the future 
analysis of real data. 
 

 Analyzed Scenarios  

This section describes data of the various analyzed scenarios. The data consist of the responses 
from in-core and ex-core neutron detectors. Every output of the scenarios includes 8 signals from 
the ex-core detectors placed at 4 different radial locations and at 2 axial levels, and 48 signals from 
in-core detectors placed at 8 different radial positions and at 6 axial levels. 
Figure 24 shows the core layout with the locations of both the in-core (i.e. O5, N12, J2, J6, G10, 
G14, C4 and B11) and the ex-core detectors (i.e. S1, S2, S3 and S4). The axial levels are listed from 
the lower to the higher part, i.e., from axial level 1 (Lv 1) to axial level 6 (Lv 6). The scenarios are 
divided in three categories: scenarios in which thermohydraulic oscillations are analyzed, scenarios 
in which mechanical vibrations are simulated, and scenarios simulated with mixed oscillations. 
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3.2.1.1 Thermal-hydraulic oscillations scenarios 
- Scenario 2.6: Synchronized fluctuations  of inlet coolant flow in all the four coolant loops. The inlet 
coolant flow is randomly fluctuating with amplitude of ±1% over the relative flow (100%). 
 
- Scenario 2.5: Synchronized fluctuations  of inlet coolant temperature between all the four coolant 
loops. The inlet coolant temperature is randomly fluctuating with amplitude of ±1 oC over the mean 
value of 286.7 oC. 
 
3.2.1.2 The mechanical vibrations scenarios 
- Scenario 5.1 and Scenario 5.2: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the Y-direction following a white noise signal (i.e. random displacement) with a 
maximum displacement amplitude of 0.5 mm and 1 mm respectively. 
 
- Scenario 5.5 and Scenario 5.6: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the XY-direction following a white noise signal (i.e. random displacement) with 
a maximum displacement amplitude of 0.5 mm and 1 mm respectively. 
 
 
- Scenario 5.3 and Scenario 5.4: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the Y-direct ion following a sinusoid signal of 1.5 Hz with a displacement 
amplitude of 0.5 mm and 1 mm respectively. 
 
- Scenario 5.7 and Scenario 5.8: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the XY-direction following a sinusoid signal of 1.5 Hz with a displacement 
amplitude of 0.5 mm and 1 mm respectively. 
 
3.2.1.3 The mixed scenarios 

- Scenario 4.1 and Scenario 4.2 : Combination of synchronized fluctuations of inlet coolant 
temperature in all the four loops and synchronized fluctuations of inlet coolant flow in all the four 
loops synchronized and vibrations of the central cluster of 5 x 5 fuel assemblies, only in the X-
direction, following a white noise signal (random displacement) with displacement amplitude of 0.5 
mm and 1 mm respectively.  
 
- Scenario 4.3 and Scenario 4.4 : Combination of synchronized fluctuations of inlet coolant 
temperature in all the four loops and synchronized fluctuations of inlet coolant flow in all the four 
loops synchronized and vibrations of the central cluster of 5 x 5 fuel assemblies, only in the X-
direction, following a sinusoid signal of 1.5 Hz with displacement amplitude of 0.5 mm and 1 mm 
respectively.  
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In the thermalhydraulic fluctuations, the inlet coolant temperature is randomly fluctuating with 
amplitude of ±1°C over the mean value of 286.7 °C. Also, the inlet coolant flow is randomly fluctuating 
with amplitude of 1% over the relative flow (100%). 

 

 Analysis 

The analysis made on the scenarios focused on the following: 
- Hilbert Huang Transform was applied to the signals to observe possible extra contribution to 

traditional Fourier analysis. 
- Calculation of the APSDs in all the levels and radial positions, in-core and ex-core. 
- Coherence and phase analysis between pairs of sensors, in-core and ex-core. 
- The above mentioned analyses (APSD, Coherences and Phases) were compiled in Tables 

to define the spectral features of each scenario. 
 
The goal is to elaborate a map of features so as to recognize specific patterns. This map can also 
be useful for analysis by machine learning techniques. 
 
3.2.2.1 Hilbert Huang Transform  
The Hilbert-Huang Transform is a methodology for signal processing which has been used in many 
applications. It is an adaptive tool for dealing with non-stationary and non-linear signals. In this 
sense, its applicability is very similar to Wavelet transform, but the approach is different.  
The methodology consists of two parts; the empirical Mode decomposition and the Hilbert transform. 
The empirical mode decomposition is an iterative algorithm which extracts from the original signal a 
series of Intrinsic Mode Functions (IMF). By applying it, the original signal x(t) can be expressed as 
the sum of a number n of IMF plus a residual r(t). The residual is normally the mean or the trend of 
the original signal. 

Figure 24: Radial layout of the sensor  strings and fuel 
elements which are vib rating  
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The characteristics of each IMF are the following: 
- They are centered in a narrow frequency band 
- They have the same number of data points as the original signal 
- The zero crossings are equal to the number of relative extrema 
- They have symmetrical amplitudes. 

 
In Figure 25 we can see an example of the Intrinsic Mode Functions of a signal corresponding to the 
scenario.  
 
Once the original signal is divided into these IMFs, the Hilbert transform can be applied to all of them. 
As compared to traditional Fourier analysis, Hilbert approach is local, and it is defined as follows: 
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where P is the Cauchy principal value and h(t) is a certain IMF. The kernel 1
t �W��

 confers to the 

transform a local character as opposed to the Fourier analysis. Practical applications come from the 
analytical signal g(t) defined as the complex function: 
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The instantaneous amplitude and phase are: 
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Instantaneous frequency, instantaneous amplitude and time can be plotted in a 3D colour map in 
order to see both the frequency content and the energy of the signal along the time span considered.  
 
For Nuclear Power Plant applications, the HHT can be used for detrending, denoising, filtering, 
detecting anomalies in non-stationary data, etc. In many cases, the plant data used for noise analysis 
is stationary, so a traditional Fourier analysis could be enough to extract features from the signals. 
Nevertheless, HHT gives more information about frequency and energy content of the signal than 
traditional Fourier analysis. Besides, all this info coming from the application of HHT could be used 
as an input to machine learning algorithms. 
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Figure 26, Figure 27 and Figure 28 correspond to spectrograms calculated using HHT. The data 
used correspond to the mixed scenarios, specifically Scenario 4.2: Combination of synchronized 
fluctuations of inlet coolant temperature in all the four loops and synchronized fluctuations of inlet 
coolant flow in all the four loops synchronized and vibration of the central cluster of 5 x 5 fuel 
assemblies, only in the X-direction, following a white noise signal (random displacement) with 
displacement amplitude 1 mm. 

 

Figure 25: Signal and 4 first IMFs of scenario 1.1  

Figure 26: Hilbert Spectrum, Scenario 4.2, Incore 1 
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Figure 28: Hilbert Spectrum, Scenario 4.2, Excore 1  

Figure 27: Hilbert Spectrum,  Scenario 4.2, Incore 3 
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As can be seen in Figure 26, the content of the signal is very constant in time, and most of the 
content is located below 1 Hz, this is why the scale in the axes is logarithmic. 
 
HHT is a very useful technique for non-stationary data and for creating time-frequency-amplitudes 
plots. Nevertheless, the signals we have analyzed from the simulators (S3K) in the time domain are 
stationary. For this reason, it is much more convenient to apply a traditional Fourier analysis in order 
to identify the features of the noise in the different scenarios. 
 
 
3.2.2.2 Observations on therm ohydraulic scenarios 
- Scenario 2.6:  Synchronized fluctuations of inlet coolant flow in all the four coolant loops. The inlet 
coolant flow is randomly fluctuating with amplitude of ±1% over the relative flow (100%). 
 
- Scenario 2.5: Synchronized fluctuations  of inlet coolant temperature between all the four coolant 
loops. The inlet coolant temperature is randomly fluctuating with amplitude of ±1 oC over the mean 
value of 286.7 oC. 
 
 
Regarding the APSDs:  
Figure 29 shows a comparison between the APSDs of the thermohydraulic oscillations scenarios 
Scenario 2.6 and Scenario 2.5 (flow and temperature fluctuations, respectively). It has to be 
mentioned that the APSDs presented in this report have been normalized in order to ensure that the 
area below the curve is equal to the signal’s variance. So, we can see that the variance is much 
bigger in the temperature fluctuation scenarios. In addition, we can appreciate that most content of 
the signal is located below 1 Hz. 
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The standard deviations of neutron noise for neutron detector strings J02 and J06 are presented in 
Figure 30. It is observed in both cases that the standard deviation due to the temperature oscillations 
is the highest of the three cases, followed by the flow fluctuations scenario, and lastly by the one due 
to vibrations of the fuel elements. These axial profiles coincide to a large extent with the profiles 
observed in reality. 

0 5 10 15

Frequency (Hz)

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

A
P

S
D

APSD SCENARIO 2.5 Level 5

O05

N12

J02

J06

G10

G14

C04

B11

0 5 10 15

Frequency (Hz)

10
-9

10
-8

10
-7

10
-6

10
-5

A
P

S
D

APSD SCENARIO 2.6 Level 5

O05

N12

J02

J06

G10

G14

C04

B11

0 5 10 15

Frequency (Hz)

10
-8

10
-6

A
P

S
D

APSD normalized SCENARIO 2.6 String 4

Lv 1

Lv 2

Lv 3

Lv 4

Lv 5

Lv 6

0 5 10 15

Frequency (Hz)

10
-8

10
-6

10
-4

A
P

S
D

APSD normalized SCENARIO 2.5 String 4

Lv 1

Lv 2

Lv 3

Lv 4

Lv 5

Lv 6

Figure 29: APSDs of thermal -hydraulic scenarios, flow and temperature os cillations, left and right 
side respectively. Upper figu res correspond to all radial positions at  level 5, lower figures 

correspond to all levels in only one radial position (String 4) . Note that Lv 1 and Lv 6 are the 
lowest and the uppermost level s respecti vely.  
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Regarding the Coherences and phases:  
 
As can be observed in Figure 31, for both scenarios, the coherence decreases as the distance from 
the reference sensor increases and, additionally, all the sensors are in phase above 5 Hz. 
 
In this type of scenarios, it is possible to identify, at low frequencies, the characteristic linear phase 
that indicates the presence of a transport phenomenon. This is not observed in the scenarios of fuel 
elements vibration. 
 
The slope of the linear phase difference is proportional to the transit time. This means that the higher 
the slope, the higher the transit time and therefore, the phenomenon of transportation is very slow. 
Temperature phenomena are characterized as slow processes (from the point of view of dynamics), 
indicating their big inertia. In this sense, we can see in  Figure 31 (right hand side) that the slope of 
the linear phase in the low frequency range is much higher than the one in Figure 31 (left hand side). 
This indicates that the flow phenomena are transported much faster than the temperature 
phenomena. In fact, the phase difference between in-core detectors at different axial positions in 
real plant data show a linear phase with a very low slope. Keeping in mind this, the flow perturbations 
scenarios show more similarities with real plant data than the ones with temperature perturbations. 
 

 

Figure 30: Standard de viation versus axial level in string J02 and J06. Note that Lv 1 and Lv 6 
are the lowest and the uppermost level s, respectively.  
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Figure 31: Coherence and phase fluctuati on between incore sensors of the flow 
oscillation (left) and temperature oscillation (right) scenarios. Note that Lv 1 and Lv 6 

are the lowest and the uppermost level, respectively.  
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3.2.2.3 Observations on mechanical vibrations scenarios 
- Scenario 5.1 and Scenario 5.2: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the Y-direction following a white noise signal (i.e. random displacement) with a 
maximum displacement amplitude of 0.5 mm and 1 mm respectively. 
 
Regarding the APSDs:  
In these scenarios the detectors are located at different azimuthal distances from the vibrating fuel 
elements cluster. It can be observed in Figure 32 that the variance decreases with the distance and 
that the APSDs from detectors at the same distance overlap. The highest amplitudes of the response 
are located in the frequency range 0–15 Hz. The lower part of the spectra (i.e. at higher frequencies) 
does not show high noise amplitude.  
It is interesting to note that the pair of sensors with the highest amplitude are N12-C04, and the 
lowest amplitude is in J02-G14, transversal to the vibration direction. 
 

 
 
Regarding the Coherences and phases:  
The coherence is equal to one or almost one in all the pairs plotted. Regarding the radial phase 
relationship, we have a transverse distribution of phase that divides the reactor into two halves 
clearly differentiated by ±180o; the strings (O5, N12, J2, J6) on the upper part, and the strings (G10, 
G14, C4, B11) to the lower part. We must highlight the fact that this out-of-phase relationship takes 
place in the whole frequency range. In addition, the phase relationship is zero between detectors 
located at the same string (i.e. same azimuthal location).  
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Figure 32: Scenario 5. 2. APSDs of the radial pos itions at level 5.  
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- Scenario 5.5 and Scenario 5.6: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the XY-direction following a white noise signal (i.e. random displacement) with 
a maximum displacement amplitude of 0.5 mm and 1 mm respectively. 
 
Regarding the APSDs:  
In these scenarios the variance is more related to the distance, the pair of sensors with the biggest 
amplitude is J06-G10, which is the closest to the vibration, but in this case this pair is oriented almost 
perpendicular to the vibration. 

 
Regarding the Coherences and phases:  
When the direction of the vibrations is diagonal (direction XY), we can observe a greater coherence 
in those couples of sensors whose direction is close to that of the vibration. It can also be observed 
that the out-of-phase relationship is clear between pairs of sensors in different halves, but the angle 
of the phase relationship is somewhat intermediate (among 0o to ±180o) between pairs of sensors 
located transversally to the vibration.  
 

Figure 33: Scenario 5.2. from left to right; APSDs of the radial positions at level 5, 
Coherences and Phases and radial distribution of out -of -phase zones.  
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Figure 34: Scenario 5.6. APSD s of the radial positions at level 5.  
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Figure 35: Scenario 5.6. from left to right; Coherences and Phases at level 1 (string reference 2 and 4 
respectively) and radial di stribution of out -of -phase zones.  

 
 
- Scenario 5.3 and Scenario 5.4: Synchronized vibrations  of the central cluster of 5 x 5 fuel  
assemblies only in the Y-direction following a sinusoid signal of 1.5 Hz with a displacement 
amplitude of 0.5 mm and 1 mm respectively.  
 
Regarding the APSDs:  
In these scenarios the different detectors are located at different azimuthal distances from the 
vibrating fuel elements cluster. For these sinusoidal vibrations, we can see from Figure 36 a clear 
peak at 1.5 Hz and some smaller peaks in the multiples of 1.5 Hz. The variance decreases with the 
distance and the APSDs from detectors at the same distance overlap. The highest amplitudes of the 
response are located in the frequency range 0–15 Hz. The lower part of the spectra (i.e. at higher 
frequencies) does not show high noise amplitude.  
It is interesting to note that the pair of sensors with the highest amplitude are N12-C04, and the 
lowest amplitude is in J02-G14, transversal to the vibration direction; this is similar to Scenario 5.1 
and Scenario 5.2:  
 
Regarding the Coherences and phases:  
The coherence is equal to one or almost one in all the pairs plotted, but now we can see some peaks 
at multiples of 1.5 Hz. Regarding the radial phase relationship, we have a transverse distribution of 
phase that divides the reactor into two halves clearly differentiated by ±180o; the strings (O5, N12, 
J2, J6) on the upper part, and the strings (G10, G14, C4, B11) to the lower part. We must highlight 
the fact that this out-of-phase relationship takes place in the whole frequency range. In addition, the 
phase relationship is zero between detectors located at the same string (i.e. same azimuthal 
location).  

0 5 10 15 20 25
0

0.5

1
Coherence SCENARIO 5.6, Level 1,  String ref 4

St 4-St 1

St 4-St 2

St 4-St 3

St 4-St 5

St 4-St 6

St 4-St 7

St 4-St 8

0 5 10 15 20 25

Frequency (Hz)

-100

0

100

Phase SCENARIO 5.6, Level 1,  String ref 4

St 4-St 1

St 4-St 2

St 4-St 3

St 4-St 5

St 4-St 6

St 4-St 7

St 4-St 8

0 5 10 15 20 25
0

0.5

1

C
oh

er
en

ce

Coherence SCENARIO 5.6, Level 1,  String ref 2

St 2-St 1

St 2-St 3

St 2-St 4

St 2-St 5

St 2-St 6

St 2-St 7

St 2-St 8

0 5 10 15 20 25

Frequency (Hz)

-100

0

100

P
ha

se

Phase SCENARIO 5.6, Level 1,  String ref 2

St 2-St 1

St 2-St 3

St 2-St 4

St 2-St 5

St 2-St 6

St 2-St 7

St 2-St 8



   

        D3.3 Development of advanced signal processing techniques and evaluation results 

 

GA n°754316 Page 44 of 106 

 
 

 
Figure 36: Scenario 5.4. from left to right; APSDs of the radial positions at  level 5, Coherences and 
Phases and radial distribution of out -of -phase zones.  

 
- Scenario 5.7 and Scenario 5.8: Synchronized vibration s of the central cluster of 5 x 5 fuel 
assemblies only in the XY-direction following a sinusoid signal of 1.5 Hz with a displacement 
amplitude of 0.5 mm and 1 mm respectively.  
 
Regarding the APSDs:  
In these scenarios the variance is more correlated to the distance as can be seen in Figure 37, the 
pair of sensors with the biggest amplitude is J06-G10, which is the closest to the vibration, but in this 
case this pair is oriented almost perpendicular to the vibration. 
 
Regarding the Coherences and phases:  
In this scenario there are sinusoidal vibrations, different from the random vibrations we have in 
Scenario 5.5 and Scenario 5.6. We can observe some differences:  

- The Coherences in all cases are equal to one or almost one in all the pairs plotted, but now 
we can see some peaks at multiples of 1.5 Hz. This coherence does not depend on either 
the distance to the fuel assembly vibrations, or the distance between the pair of sensors. 

- The phase relationship shows a slight rotation. This time, the strings 4 and 2 (J06 and N12) 
are in phase. This is different from what is seen in Scenario 5.5 and  Scenario 5.6.  with 
random vibrations. This can be compared with Figure 35.  
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Figure 37: Scenario 5.8. from left to right; APSDs of the radial positions at level 5, Coherences 
and Phases and radial distribution of out -of -phase zones.  
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