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ABSTRACT

Unexplained neutron flux fluctuation patterns observed in some reactors were recently
investigated by various European institutions. The time-domain code DYN3D is one of
the tools used for simulating these fluctuations. Though, the applicability of time-domain
codes for modelling small stationary fluctuations remains a discussed question.
Aiming at a confirmation that these codes may be applied for neutron noise calculations,
two special cases of neutron flux oscillations have been simulated with DYN3D and with
CORE SIM, the latter one being validated for the context here. The comparison between
the results of these two codes is the subject of this paper.
This study demonstrates that time- and frequency-dependent calculations can give quali-
tatively equivalent results but substantial quantitative deviations may occur. Nevertheless,
DYN3D may be considered as qualified for neutron-noise calculations as the deviations
are smaller than 20 %. The optimization of the DYN3D setup is a matter of future research.
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1. INTRODUCTION

For roughly two decades, stationary neutron flux fluctuations have received increased attention
(cf. [1]), as their amplitudes have exhibited insufficiently interpreted cycle-by-cycle increases or
decreases in numerous pressurized water reactors. The topic has become relevant especially with
KWU (Kraftwerk Union) built reactors [2]. Here, the power limitation system is sensitive to (high)
neutron flux fluctuation amplitudes, performing an automatic power reduction if given criteria are
met.
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In order to better understand their general phenomenology, neutron flux fluctuations have been
simulated with dedicated tools such as CORE SIM [3] (e. g. [4]) and also by transient codes such
as DYN3D [5,6] (e. g. [7]). The applicability of the latter codes for such purposes, which is not
ad hoc clear, was recently investigated (see e. g. [8] and also [9]). In this context, a comparison
between CORE SIM and DYN3D is the matter of the present contribution.

As for CORE SIM validation cases exist, the comparison explicitly aims on providing a first step of
a validation of DYN3D neutron-flux-fluctuation simulations. Thus, the paper at hand can be used
to improve the interpretability of DYN3D neutron noise calculations. It has to be emphasized that
its focus is not testing the validity of diffusion theory ∗, which is the foundation of both codes, but
probing the applicability of time-domain codes in the given context.

The two applied codes provide complementary approaches for covering the dynamics, i. e. DYN3D
solves the diffusion equations in the time domain (cf. [5,6]) and CORE SIM solves them in the
frequency domain (cf. [3]). For the comparison, selected sinusoidal perturbations are applied at
fixed frequencies and the induced neutron flux fluctuations are considered in terms of the spatial
distributions of their amplitude and their phase. It should be noted that perfect agreement of the
results is not expected for the time being. Note that a comparison of PARCS and CORE SIM
calculations resulted in deviations of more than 10 % in some occurences (cf. [8]).

2. COMPARISON BETWEEN TIME AND FREQUENCY DOMAIN CALCULATIONS

2.1. Models and Methods

2.1.1. Used codes

The used version of the code DYN3D solves the (non-linearized) two-group diffusion equation in
the time domain using nodal methods for the spatial dependence and taking into account six groups
of delayed neutron precursors. The used version of the code CORE SIM solves the linearized † two-
group diffusion equation in the frequency domain using finite-differences methods for the spatial
dependence and taking into account one group of delayed neutron precursors.

The used reactor model corresponds to the OECD/NEA and U.S. NRC PWR MOX/UO2 Core
Transient Benchmark [11]. See Fig. 1 for the spatial layout. All simulations presented here are
based on the corresponding DYN3D input ‡. The wide-range two-group macroscopic cross-section
library was generated using the lattice code HELIOS [13]. In HELIOS, each fuel assembly type
present in the core is modelled with all details in 2D. The obtained data are condensed to two
groups and tabulated against burn-up and feedback parameters.

The calculation procedure is as follows. First, a steady-state DYN3D run is performed. On the one
hand, its solution is the starting point for the time-dependent DYN3D run. On the other hand, the
distribution of cross section data (XS), converged w. r. t. thermal hydraulics, is used to define the
CORE SIM material data input. The kinetics CORE SIM input (βeff, λ, v1, and v2) is derived from

∗For a comparison of CORE SIM with a solver employing transport theory, Ref. [10] may be consulted.
†Application of linearization, i. e. neglection higher-order terms, is justified as only small perturbations are considered here.
‡The DYN3D input was prepared in the context of solving the nodal multigroup SP3 equations with DYN3D for the OECD/NEA

and U.S. NRC PWR MOX/UO2 Core Transient Benchmark exercise (cf. [12]).
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Figure 1: Layout of the reactor for both DYN3D and CORE SIM calculations. For the latter,
the spatial grid is refined by factor 2 in each dimension. Reflector areas are represented in

gray. Regions considered for the perturbations are represented in shades of red.

the corresponding DYN3D output, as well. Taking the given material data, CORE SIM performs its
own steady-state run, which initializes the subsequent calculation of the neutron flux fluctuations
in the frequency domain. The CORE SIM calculations are performed with a spatial grid refined by
factor 2 w. r. t. the nodal dimensions of the DYN3D calculations (i. e. each node is divided into 8
equally sized subregions).

In order to provide similar conditions for both types of calculations, some DYN3D settings and
source-code details were adapted to match with the CORE SIM model: vacuum boundary condi-
tions, no assembly discontinuity factors (ADFs), no feedback (in the transient calculation), ma-
nipulation of selected cross section values of selected nodes. The time-dependent neutron flux
distributions (fast and thermal) are written to file. The fission source iteration accuracy was in-
creased from εf = 10−5 (“recommended value”) to εf = 10−10.

2.1.2. Perturbation of the system

The codes are used to calculate neutron noise in the time domain (δφ1(ix, iy, iz, t), δφ2(ix, iy, iz, t))

and in the frequency domain (δ̃φ1(ix, iy, iz, f), δ̃φ2(ix, iy, iz, f)). For the sake of simplicity, only
the thermal absorption cross section Σabs,2 was modified:

Σabs,2(ix, iy, iz, t) = Σabs,2,0(ix, iy, iz) + δΣabs,2(ix, iy, iz, t) (1)
= Σabs,2,0(ix, iy, iz) + A(ix, iy, iz) · sin(2πf ′t+ α(ix, iy, iz))

M&C 2019, Portland, OR, August 25-29, 2019 633



with Σabs,2,0 being the steady-state value of the cross section, ix, iy, iz being the spatial node indices,
δΣabs,2 being the time dependent perturbation, A being the amplitude, f ′ being the frequency, and
α being the phase. The transformation of the perturbation to the frequency domain gives

δ̃Σabs,2(ix, iy, iz, f) = A(ix, iy, iz) ·
i

2

[
δ(f − f ′)e−iα(ix,iy,iz) − δ(f + f ′)eiα(ix,iy,iz)

]
. (2)

The amplitude is expressed in terms of a relative amplitude Arel,

A(ix, iy, iz) = Arel · Σabs,2,0(ix, iy, iz). (3)

2.1.3. Considered perturbation cases

a) Absorber of variable strength at fixed location

A(ix, iy, iz) =

{
Arel · Σabs,2,0(ix, iy, iz), for ix = 9, iy = 9, iz = 10

0, else
(4)

α(ix, iy, iz) = 0 . (5)

b) Absorber of variable strength travelling from bottom to top
At time t = t′, the perturbation of a node in the lowermost location, iz = 1,

δΣabs,2(ix, iy, 1, t
′) = A(ix, iy, 1) · sin(2πf ′t′ + α(ix, iy, 1)) (6)

is ahead of the perturbation of the nodes above, iz = 2, . . . , 19, by ∆tiz = ∆t(iz) − ∆t(1).
Therefore,

δΣabs,2(ix, iy, iz, t
′) = A(ix, iy, iz) · sin(2πf ′(t′ − ∆tiz) + α(ix, iy, 1)). (7)

Assuming a perturbation travelling velocity v and an equal distance ∆z between the center of
axially adjacent nodes, the time shift at layer iz relative to the virtual layer iz = 0 reads as

∆t(iz) =
∆z

v
iz. (8)

And after specifying the perturbation frequency f ′ and setting the phase of the virtual layer
iz = 0 to α(ix, iy, 0) = 0, the axial layers’ time shifts can be expressed by the perturbation
phases as

α(ix, iy, iz) = −2πf ′
∆z

v
iz. (9)

Thus, a perturbation travelling vertically up in the central channel is described here by

A(ix, iy, iz) =

{
Arel · Σabs,2,0(ix, iy, iz), for ix = 9, iy = 9, iz = 2, . . . 18

0, else,
(10)

α(ix, iy, iz) =

{
−2πf ′∆z

v
iz, for ix = 9, iy = 9, iz = 2, . . . 18

0, else .

The nodes of the axial reflectors are excluded from the explicit perturbation.

M&C 2019, Portland, OR, August 25-29, 2019 634



2.1.4. Extraction of the results

The results were prepared to compare amplitudes and phases. For the frequency domain, the
fluctuations (δ̃φ1, δ̃φ2) are directly available through the CORE SIM output, i. e. absolute value
and phase of complex numbers. The distribution of absolute values was normalized to the steady-
state distributions (φ1,0, φ2,0) to provide the distribution of relative fluctuation amplitudes. In order
to provide a spatial resolution compatible with that of DYN3D, the results were coarsened by
averaging the subregion solutions over the initial node regions.

For the time domain, evaluation of amplitudes and phases was performed via the following proce-
dure. After the steady-state calculation, the transient calculation was performed with a temporal
length of 10.1 s and a neutron-kinetics time step of ∆tNK = 10−3 s. The perturbation was updated
with a time step of ∆tTH = 10−2 s. Only the last lapse of time that covers an entire perturbation pe-
riod (e. g. 9.0 - 10.0 s for perturbations with f ′ = 1 Hz) was analyzed. For each considered location
(node), the fluctuation was obtained by subtracting from the flux values its mean value. The fluc-
tuations were normalized to this mean value afterwards. For the resulting relative fluctuation, the
amplitude was calculated as (max(δφ1/2/φ1/2,0) − min(δφ1/2/φ1/2,0))/2. The phase was evaluated
by determining the time shift between the minima of the functions δφ1/2/φ1/2,0 and the minima of
the oscillating perturbation. The location of the minima of δφ1/2/φ1/2,0 was determined by interpo-
lating the fluctuation time points with cubic splines (using scipy.interpolate.interp1d in PYTHON)
and finding the minima of the interpolation (using scipy.optimize.fminbound in PYTHON).

Note that two different relative units are defined: fluctuation amplitude relative to the mean value
of the neutron flux in %s, and deviation of the DYN3D solution’s amplitudes relative to the corre-
sponding CORE SIM solution’s amplitudes in %a.

2.2. Results

2.2.1. Steady-state solutions

Figure 2 compares the steady-state solutions for both types of simulations. Regarding keff,
the solutions differ by −19.7 pcm, and from visual inspection, no qualitative difference can
be seen. The consulted (pointwise) quadratic relative deviation qdev1/2 = (φDYN3D,1/2,0 −
φCORE SIM,1/2,0)2/φ2

CORE SIM,1/2,0 takes core-wide average values of 2.2 % for the fast group and 1.0 %
for the thermal group. Therefore, the two models are considered as comparable to one another at
first w. r. t. the steady-state solutions. This is required for comparing the time-dependent solutions.

2.2.2. Absorber of variable strength at fixed location

Figure 3 shows the neutron flux fluctuations induced by an absorber of sinusoidal strength lo-
cated at the center of the reactor core. Both simulations, with DYN3D and with CORE SIM, give
qualitatively equivalent results. The maximum induced fluctuation amplitude is found at the per-
turbation’s location and is in the range of percents; the larger the distance from the perturbation,
the smaller the fluctuation amplitude is; the phase is close to π at the perturbation’s location and
slightly increases for moving away from the perturbation.
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(a) DYN3D, fast (keff,DYN3D = 1.001301)
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(b) CORE SIM, fast (keff,CORE SIM = 1.001498)
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(c) DYN3D, thermal (keff,DYN3D = 1.001301)
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(d) CORE SIM, thermal (keff,CORE SIM = 1.001498)

Figure 2: Neutron flux normalized to the maximum flux value shown for layer 8 of 19.

The deviations between the two simulations have a smooth shape except for the amplitudes in
the region around the perturbation location. At the location of the perturbation, the deviation is
about −15 %, but in the adjacent node regions it is about +10 %. In regions far away from the
perturbation’s location, the amplitudes deviate around +10 %, and in regions of medium distance
from the core center, the deviations are about 2 to 5 %.

The case of the localized absorber of variable strength was investigated for various frequencies and
perturbation amplitudes. As the shape functions of the induced fluctuations do not qualitatively
differ from those shown in Fig. 3, only the minimum and maximum values of the deviations’
absolute values are summarized in Tab. 1. It can be seen that an increase of the frequency lowers
the minimum and slightly increases the maximum absolute deviation; an increase of the amplitude
gives a decrease of the minimum absolute deviation and no chanche for the maximum absolute
deviation.

M&C 2019, Portland, OR, August 25-29, 2019 636



0.0 0.5 1.0 1.5 2.0

amplitude in %s

0

50

100

150

200

250

300

350

400
ax

ia
ll

ev
el

in
cm

f-dyn3d
f-core sim
t-dyn3d
t-core sim

−20 −10 0 10

dev. in %a

f-dev
t-dev

(a) Amplitude. Central channel.

1
2π

3
4π π

phase in rad

0

50

100

150

200

250

300

350

400

ax
ia

ll
ev

el
in

cm

f-dyn3d
f-core sim
t-dyn3d
t-core sim

−0.06−0.04−0.020.00

deviation in rad

f-dev
t-dev

(b) Phase. Central channel.

0 50 100 150 200 250 300 350

horizontal pos. in cm

0.0

0.5

1.0

1.5

2.0

am
pl

it
ud

e
in

%
s

f-dyn3d
f-core sim
t-dyn3d
t-core sim

−20

−10

0

10

de
v.

in
%
a

f-dev
t-dev

(c) Amplitude. Mid height. Central row.

0 50 100 150 200 250 300 350

horizontal pos. in cm

1
2π

3
4π

π

ph
.i

n
ra

d

f-dyn3d
f-core sim
t-dyn3d
t-core sim

−0.06

−0.04

−0.02

0.00

de
v.

in
ra

d f-dev
t-dev

(d) Phase. Mid height. Central row.

Figure 3: Neutron flux fluctuations for the fast ( f ) and thermal ( t ) energy group. Absorber
of variable strength, f = 1 Hz, A = 1% Σabs,2,0. Results are shown in direct comparison

along with the relative deviations.

Table 1: Deviations for several parameter sets of the local absorber perturbation.

Perturbation set Deviations (modulus)
∗): for set II cf. Fig. 3 for Amplitude in %a for Phase in mrad

axial horizontal axial horizontal

No. Arel in%s f in Hz min max min max min max min max

I) 0.5 1.0 4.00 16.7 3.56 16.7 3.61 73.1 3.61 48.2
II∗) 1.0 1.0 3.70 16.8 3.06 16.8 4.08 75.1 4.08 58.2
III) 2.0 1.0 3.62 16.8 2.87 16.8 4.34 77.5 4.34 64.5

IV) 1.0 0.5 5.48 16.6 5.01 16.6 7.86 144.3 7.86 110.3
II∗) 1.0 1.0 3.70 16.8 3.06 16.8 4.08 75.1 4.08 58.2
V) 1.0 2.0 2.81 16.9 2.29 16.9 1.12 20.7 1.12 14.2
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Figure 4: Neutron flux fluctuations for the fast ( f ) and thermal ( t ) energy group. Travelling
absorber of variable strength, f = 1 Hz, Arel = 1 %, vtrav = 5 m/s. Results are shown in direct

comparison along with the relative deviations.

2.2.3. Absorber of variable strength travelling from bottom to top

Figure 4 shows the neutron flux fluctuations induced by the travelling absorber. The shapes qual-
itatively agree for both codes. Absolute values of the deviations are below 10 %. The horizontal
evaluation, cf. Figs. 4c and 4d, reveals a similar picture as with the horizontal evaluation for the
localized absorber, cf. Fig. 3c and 3d, but with a comparably large (global) deviation of the phase
obtained by DYN3D from the one obtained with CORE SIM.

2.3. Discussion

Using the steady-state neutron flux distributions, the comparability of the DYN3D model and the
CORE SIM model was demonstrated. Deviations between the two distributions may result from
the differing numerical approaches of the two codes for solving the steady-state diffusion equation.
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The dynamic results showed qualitative agreement but substantial quantitative deviations. The
general spatial distribution of the fluctuations can be explained as follows. (1) An increase of the
thermal absorption cross section leads to a decrease of the local neutron flux. Therefore, pertur-
bation and induced fluctuations are basically out-of-phase. (2) From the perturbation’s location,
the effect is transported through the reactor core and gets attenuated along its way. Therefore, the
fluctuation amplitudes decrease and the phase increases with increasing distance from the location
where the perturbation is applied.

The observed deviations probably result from modeling differences between CORE SIM and
DYN3D and from still unharmonized numerical parameters in numerical settings in DYN3D. Fur-
ther research is needed to fully understand and characterize the obtained differences §, possibly
including experimental data gathered in the CORTEX project [1].

It should be emphasized that the cases considered here only cover frequencies where for regions
away from the perturbation, the reactor behaves essentially in a point-kinetic manner, possibly ex-
plaining the relatively good agreement of the results in these regions. At much higher frequencies,
this would not be the case (cf. [14, Sec. 2.3]) and the patterns of the deviations may change.

Nevertheless, for the frequencies considered here (being most relevant for the studies on the ampli-
tude change mentioned in the introduction) the maximum deviations are about 15 %, a range that
may be considered sufficiently small, in order to deduce qualitative statements about neutron-noise
patterns that are induced by certain assumed perturbation sources. Thus, the paper at hand suggests
that DYN3D may actually be used also for certain purposes of neutron-noise calculations.

3. CONCLUSIONS
Two special cases of neutron flux oscillations have been simulated with CORE SIM and with
DYN3D aiming at a confirmation that the latter code may be applied for neutron noise calcula-
tions. Therefore, the source-code of DYN3D and the input has been adapted to provide comparable
models in both codes. The latter property was justified by a comparison of the steady-state results.

The subsequent time- and frequency-dependent calculations yielded qualitatively equivalent re-
sults with quantitative deviations with magnitudes of 2 to 17 %. The deviations may result from
differences in the numerical approaches of the codes for solving the neutron kinetics and from an
inadequate setup of some numerical parameters presumably in DYN3D. The deviations represent
a matter of ongoing research and will be further characterized in the future.

As the maximum absolute deviations are lower than 20 %, the code DYN3D may be considered as
qualified for neutron-noise calculations.
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§Reference [10] reports about frequency-domain calculations of a 2x2 fuel assembly system performed with CORE SIM and a
S16 discrete ordinates solver on a 2-dimensional domain. The relative deviations between the results are of the same order as shown
here, and the maximum relative deviations seem to appear at the perturbation location as shown here, too.
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